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Abstract

In spite of the advances in the state of the art in semantic artificial intelligence applications,
there is still a long way to go to bring it to a level of mass adoption. Thus, in order to con-
tribute to the advancement of this topic, this study develops a feasible model with a potential
scalability for semantic applications’ mass adoption, specifically for news or statement cluster
attribute identification, either positive, negative or neutral. This paper proposes a disruptive
system based on Blockchain using a Semantic Browser Expert System Bot with artificial intel-
ligence called Blockchain Semantic Browser Expert System (BSBES) to look for and analyze
relevant information that significantly represents the cryptocurrencies adoption patterns. The
artificial intelligence in this study consists of a deep learning neural network to process the input

This is an Open Access article published by World Scientific Publishing Company. It is distributed under the terms of the
Creative Commons Attribution 4.0 (CC-BY) License. Further distribution of this work is permitted, provided the original
work is properly cited.
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information to identify the news pattern in a semantic way using deep learning based on two
aspects of the news: technical aspect and adoption aspect of the cryptocurrencies. BSBES per-
formance is achieved based on deep learning tools, and scalability is supported by a blockchain
system including a stability study.

Keywords : Blockchain; Expert System; Hashtag; Semantic Browser.

1. INTRODUCTION

This research belongs to the computational sci-
ences field, particularly to artificial intelligence
(AI), because it refers to an algorithm based on a
semantic computational AI browser for the deter-
mination of positive, neutral or negative patterns.
These patterns are based on cryptocurrencies web
news semantic browser, looking for two relevant
aspects such as technological-innovation develop-
ment and adoption (usage) for main cryptocurren-
cies. Speaking of technological-innovation develop-
ments, it is important to measure the usage of the
number of queries done by users to this applica-
tion, the objective is to measure the capacity and
analyze the stability of this application to support
a big scale of users in the future. Therefore, we have
a Blockchain network connecting electronic devices
for the worldwide scale. The semantic expert sys-
tem uses AI with a bot (smart software)1–3 by deep
belief learning to do the semantic analysis. Differ-
ent types of deep belief learning4–7 are analyzed to
choose the best to fit the model.

With the hype of the cryptocurrency market,
the necessity for methods to detect positive, neg-
ative and neutral news patterns is increasing, espe-
cially due to high volatility. Even with the use of
the existing browsers it is not possible to get suf-
ficient information related to news searching in a
quick and smart way. This is the reason a seman-
tic (smart) search is important when searching big
data information obtained from news and differ-
ent web pages that satisfies our query is classified
and tagged as positive, negative and neutral (indeci-
sion). Therefore, the objective of this research is to
provide a Blockchain Semantic Browser Expert Sys-
tem (BSBES) to assist people interested in check-
ing news trends on cryptocurrencies for a specific
purpose or just to be updated about news. Further-
more, this BSBES can be a reference for every new
development in the semantic field.

In this research, we use deep learning with a
validated learning representation using probability

and statistics for the first input layer. This layer is
totally or partially used in other layers.

In this paper, we present the deep architectures
as an alternative in the pattern classification and
identification of dynamic systems problems. We also
expose the historical problems that diverse learning
algorithms have had when being applied to an ele-
vated number of abstraction layers from the input
dataset.

The overfitting8–10 is one of the various chal-
lenges faced during the learning process of a neural
network since it was observed an overlearning of a
particular region in the parameters space dedicated
only in one same region, that is why we can affirm
that in this case the distribution or generalization
of the unsupervised training of the first layer to the
other ones failed. Another problem that the deep
learning training faces is the local minimum prob-
lem. In other words, the cost function gets to a local
minimum and the learning process stops due to the
fact that the algorithm decides that the global min-
imum has been found to be an incorrect conclu-
sion. To overcome this minimal apparent problem,
auto-encoders (Boltzmann machines) methods11–13

are used. Examples of this are: stochastic descend-
ing gradient training, noise addition in the code,
shortage condition in the code and the verisimili-
tude maximization of the generative model to do
a Boltzmann learning a random learning algorithm
derived from ideas based on mechanical statistics,
whose objective is the modeling of a probability dis-
tribution specified by the applied patterns in the
visible neuron inputs (input neurons).

Based on the concept of the knowledge soci-
ety,14–16 we can find some elements that lead us to
find a new communication architecture and, in con-
junction with the concept of semantic browser,17–19

and blockchain,20–24 a multidisciplinary method is
developed in this study. The algorithm of this
method provides an impact value to a BSBES to
this knowledge field, especially because it is based
on an intelligent browser for proper news searching
in social media networks with the assistance of AI.
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A Nonlinear Model for a Smart Semantic Browser Bot

This represents a real challenge. Given the fact
that even an information search, made by a human
expert is not efficient enough to determine the cryp-
tocurrency news pattern as fast as he would like
to do it, we propose an automatically search and
collect information with the use of deep learning
neural networks. Also, gathering information from
the Internet in an intelligent way requires the inclu-
sion of the concept of the semantic web, (still in the
process of being developed) to provide satisfactory
results to be used in a massive adoption. The con-
tribution of this paper is in the semantic field using
AI specifically on blockchain applications with cryp-
tocurrencies attributes analysis.

2. BSBES EXPERT SYSTEM

DESIGN DEPLOYMENT

The BSBES system has a reference keywords
database for searching cryptocurrency news online.
The search is done based on a web page list that
the system uses to do the semantic search. A key-
words hash is created for every single keyword found
in the semantic search. A hash is associated to
a set of keywords found with meaning (semantic)
that matches a pattern database phrase. The cho-
sen phrase is considered to be the optimal selec-
tion to fit the meaning and it is used for the final
arrangement of phrases to determine the assess-
ment of the news under semantical analysis. The
assessment can be either positive, negative or neu-
tral to each cryptocurrency news item analyzed by
the system. Based on Figs. 1 and 2, we can explain
the mechanism of this BSBES for cryptocurrency
pattern.25–29

2.1. Blockchain Semantic Browser

Expert System Bot

The expert system performs the semantic searches
through a device that can be a mobile device or a
personal computer, which will serve as an interface
between the user and the machine (Fig. 1).

The modules of the Semantic Browser Expert
System are represented in Fig. 1, which are the basic

Fig. 1 Browser expert system modules.

Fig. 2 Semantic browser expert system process.

components that the Expert System shell has. It
also has a database that the neural network uses to
validate if the word found is a keyword and if it is
positive, negative or neutral, using a deep learning
neural network as its inference engine.

Figure 2 shows the general mechanism of the
BSBES Search Engine scheme. The function of
the semantic search engine is to find technological
aspects and features of adoption of cryptocurren-
cies dynamically, within a time interval, to know
how these two aspects get worse or better in this
interval. The semantic search engine will start with
the first word of the text to initiate the process to
match this word with a keyword, and the BSBES
indicates to the semantic search engine when to con-
tinue this process with the next word. The infer-
ential machine formed by the deep learning neu-
ral network will carry out the process of intelligent
semantic association of the keywords found in the
database. Two types of hashes (word and phrase)
are generated to complete the whole semantic task
as shown in Fig. 3. Every hash is a sequence of
binary digits encoded with a block-chain algorithm
(SHA256). A single-meaning hash (keyword) con-
tains a single basic idea, and the sentence-meaning
hash (keyphrase) is built by arranging a related
group of single hashes. A group of related-sentence
hashes build a paragraph, and a group of para-
graphs complete the whole news analyzed online.
This whole semantic hash process is performed for
the two types of analysis: the technical and the
adoption analysis. The technological aspects are
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Fig. 3 Semantic keyword and keyphrases process.

quantified finding news related to software updates
and technological characteristics of cryptocurren-
cies such as transaction per second (tps), transac-
tion fees and scalability, such that the expert sys-
tem fits the news into a pattern, using a semantic
analysis. The technology and the adoption analy-
sis aspect are determined by the technological and
the adoption attribute quantity found in the news
on open webs. If positive attribute is predominant,
the text is marked as 1, if negative attribute is pre-
dominant, it is marked as −1, if no predominant
is found, then it is marked with 0 (neutral). This
same process for marking with 1, −1 and 0 is done
for technological and adoption aspects.

The neural network obtains the inputs from both
analysis (technological and adoption) to learn the
outputs based on the logic combination shown in
Fig. 4. This logical truth table determines the rela-
tionship that the inputs must have with the out-
puts when the neural network learns, then sends
the results to the interface and the database. The
BSBES displays the results of the search, providing
valuable information regarding the market patterns
of cryptocurrencies.

Figure 4 shows how the output neural network
interact with the logical combination from the two
aspects: technology and adoption. The neural net-
work output can be a 1 (positive pattern), −1 (neg-
ative pattern) and 0 (neutral) result. Truth table for
the inferential machine module (see Fig. 4) is shown
in Table 1. In testing the expert system BSBES,
80% precision is obtained for adoption analysis and
60% precision for technical analysis.

Fig. 4 Inferential machine module logical combination
interaction.

Table 1 indicates the final attribute assignation:
(1, −1, 0) considering the attribute (1, −1, 0) for
each aspect, for example, if result for the text in
adoption aspect is negative (−1) and for techno-
logical is neutral (0) the final result for the text is
negative (−1), but the only result that matters is
the final result because this is the result given to the
user. Therefore, OUTPUT on Table 1 is the result
given to the user.

Figure 5 shows the details of the “inferential
machine” module, which includes two databases,
and one deep neural network that helps the seman-
tic search engine using a text comparator to match
the text with keywords and then the blockchain
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A Nonlinear Model for a Smart Semantic Browser Bot

Table 1 Keywords Deep Learning
Logic Truth Table.

Adoption Technical Output
Analysis Analysis
Input 1 Input 2

−1 0 −1
−1 −1 −1
−1 1 −1

0 0 0
0 −1 −1
0 1 1
1 0 1
1 −1 1
1 1 1

will generate the hashes of the semantic elements:
the single-meaning hash and the sentence-meaning
hash. Both semantic elements are required by the
inferential machine to process information semanti-
cally and smartly. Keyword and keyphrase database
have thousands of possibilities to match to hundreds
of words and phrases from the text under anal-
ysis, causing a lot of nonlinear relations between
the inputs and outputs. Therefore, deep learning is
needed to catch these nonlinear relationships.

Figure 5 also shows the interaction of the compo-
nents of the BSBES with the required neural net-
works that structure the keywords in the form of a
sentence, using the two hashes mentioned above and
the logical combination (Fig. 4) to give the result.
In this figure, it can be seen that the semantic neu-
ral network input are the keyphrases (in the form
of sentence hash) chosen in the process to match

keywords and keyphrases with the text using deep
learning. Input and output of the output neural net-
work is according to Fig. 4.

The innovative concept of “Blockchain” is driv-
ing the internet applications to the next level in
the disruptive technologies. Based on the fact that
not all blockchain applications have been success-
ful in mass adoption yet, in this study the knowl-
edge society is considered a new element to drive
the current level of the blockchain to a new appli-
cation as proposed in this paper. The contribution
of this paper is in the semantic field using AI specifi-
cally on blockchain applications with cryptocurren-
cies attributes analysis; however, it may also help
to the mass adoption of blockchain, using AI such
that we can use some new semantic methods found
in this research, as shown in Fig. 6, where we can

Fig. 6 Communication architecture of the Blockchain
Expert System.

Fig. 5 Inferential machine flow chart of the Semantic expert system.
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see how the user-machine interface module interacts
with the intelligent semantic search engine system.
Since a big amount of information (Big Data) is
generated in the regular global application, in the
same way, a big amount of information is generated
related to technical and adoption aspects news.

2.2. BSBES Database

BSBES has two databases as shown in Fig. 3:
keyword database and keyphrase database. Both
databases are for reference; a word of the sentence
under analysis must match to a keyword of the key-
word database, and then the whole sentence under
analysis must match with a keyphrase (sentence) of
the keyphrase database; therefore, every keyword
and every keyphrase is a semantic meaning. Since
each keyphrase of reference is associated with a
bipolar result (+, − or neutral), one of these three
results will be given after the neural network asso-
ciates the sentence under analysis with one of the
keyphrases. Security is important in this develop-
ment, therefore, a backup database is done assign-
ing a hash to each keyword and each keyphrase
(a hash is represented by an encrypted code in
a blockchain). Since two types of attributes are
wanted (technical and adoption), there is a dataset
for each attribute ((+, − or neutral) in the key-
word database and keyphrase database. The list
of the page webs was chosen as the most visited
in this field according to google. Database is not
yet an open-access data to the public. The pur-
pose of the keywords is to have a word that rep-
resent a set of similar words in order to simplify
the whole process, and a hash is created and asso-
ciated to each keyword in order to keep safely data
on blockchain; therefore, after hashes for each key-
word and keyphrase is created, it is practically the
same to talk about the keyword hash and the key-
word because they keep associated in the code per-
manently. The reason to create hashes is to make
possible to use a blockchain environment.

2.3. Deep Learning Neural Network

Development

In a multilayer-perceptron neural network, the k
layer delivers an output vector hk−1 using the hk

output obtained from the last layer, beginning this
process with the x = h0 input. A classical activa-
tion example for a neural network function is the
hyperbolic tangent whose output’s layer is given by

Eq. (1):

hk = tanh(bk + wkhk−1), (1)

where bk is the offsets vector and wk is the weights
matrix. The activation function can be changed
depending on the problem to be solved. Another
very common function is the sigmoid, given by
Eq. (2):

sigm(u) =
1

2
(sigm(u) + 1). (2)

Nevertheless, for this study we use the tangen-
tial hyperbolic function for the hidden layers, due
to the better results obtained in the learning; and
a sigmoid function as the activation function for
the output layer. The total output network hl is
expressed by the optimization function (cost func-
tion) L(hl, y), due to the fact it is typically con-
vex for bl + wlhl−1. Thus, it can be represented by
Eq. (3):

hl
i =

exp(bl
i + wl

ih
l−1
i )

∑
j exp(bl

i + wl
ih

l−1
i )

, (3)

where
∑

i h
l
i = 1yhl

i is positive.
The hl

i output can be used as an estimator30,31

of P (Y = y |x). In this case, a negative value
of the verisimilitude logarithm is used; therefore,
L(hl, y) = − log P (Y = y |x) = − log hl

y in which
the expected value for (x, y) has to be minimized
with the cost function.32–34 The sigm(u) transfer-
ence function is used to design the neural network
with extreme learning machine (ELM) architecture,
where, by definition, the hidden layers and the out-
put layer are trained differently. This ELM neural
network is the architecture of the neural network
used once a deep learning low dimension representa-
tion is found by Belief Learning statistics methods.

There are two stages during the training in this
research; the first is a selfish layer pre-training and
the second is supervised learning.

In the pre-training stage, iteration on all model
layers is done using Boltzmann machines, then the
parameters layers are guided to better regions into
the parameter space. Once all the neurons are pre-
trained, the neural network is adjusted using the
descendent gradient method.

A function is implemented on each layer to exe-
cute a descendent gradient algorithm to optimize
the weights to reduce the errors on each layer. This
function is applied using the training dataset in
a training-fixed epoch number. Pre-training algo-
rithm with the DBN structure uses a Gibbs step

2050045-6

F
ra

ct
al

s 
D

o
w

n
lo

ad
ed

 f
ro

m
 w

w
w

.w
o
rl

d
sc

ie
n
ti

fi
c.

co
m

b
y
 1

8
7
.1

5
7
.1

0
4
.9

4
 o

n
 0

3
/1

8
/2

0
. 
R

e-
u
se

 a
n
d
 d

is
tr

ib
u
ti

o
n
 i

s 
st

ri
ct

ly
 n

o
t 

p
er

m
it

te
d
, 
ex

ce
p
t 

fo
r 

O
p
en

 A
cc

es
s 

ar
ti

cl
es

.



A Nonlinear Model for a Smart Semantic Browser Bot

with fine adjustment with descendent gradient an
early stop with a 7% improvement.

A single training epoch is used in both stages as
follows:
from i = 1to i = number of layers:
while (epoch < pretraining epochs) : epoch =
epoch + 1
on each minibatch in the training set:
pretrain layer [i](input = current batch) retrieve
parameters

The purpose of the unsupervised pretraining is to
drive the function to a restriction on the parameter
space region where a solution is allowed, such that
a regulatory behavior is granted.

Once all layers are pre-trained, the neural net-
work goes to the second stage known as fine
adjustment.

Three hidden layers architecture has 200 neu-
rons on each, 19 pretraining epochs for each layer
and 1500 unsupervised adjustment epochs with 0.1
and 0.01 learning rate, respectively.

Extreme Learning Machine model, ELM is used
in the second stage.

2.4. Extreme Learning Machine

Model

For N arbitrary distinct samples (Xi; ti), where

Xi = [Xi1;Xi2; . . . ;Xin]T ∈ R
n and ti =

[ti1; ti2; . . . ; tim] ∈ R
m, for ELM35–38 with M hidden

nodes and activation function g(x), the Single Hid-
den Layer Feedforward Neural Networks (SLFN)
output is mathematically modeled as

M∑

i=1

βigi(Xj)
M∑

i=1

βigi(Wi · Xj + bi) = tj,

where: j = 1, 2, . . . , N, (4)

where Wi = [Wi1,Wi2, . . . ,Win]T is the weight vec-
tor connecting the ith hidden node and the input
nodes, βi = [βi1, βi2, . . . , βim]T is the weight vector
connecting the ith hidden node and output nodes,
and bi is the threshold of the ith hidden node. Wi
and Xj denote the inner product of wi and Xj. The
results of the ELM are as shown in Fig. 7, where
minimum error is reached quickly.

The parameters used in the nonlinear simplified
network (ELM architecture) shown in Fig. 7 are:

• ELM two hidden layers quantity: 2
• ELM Inputs = 8
• ELM training data quantity = 999
• ELM testing data quantity = 10999
• ELM activation function of the hidden layers:

tanh
• ELM hidden layer 1 neurons quantity: 10
• ELM hidden layer 2 neurons number: 10
• ELM output layer activation function: sigmoid
• ELM output layer neurons quantity: 19

2.5. BSBES Stability Study

Stability of the unvalidated hashtags must be
ensured; therefore, a study on the dynamic sta-
bility of the total unvalidated hash tags (X(t)) of
the stochastic process is performed. A valid hash-
tag sentence, means to have match semantically
with the reference database, where X(t) should be
around a constant in order to avoid leaving unvali-
dated hashtags behind, and the X(t) process should
comply with the limit of the positive recurrence,39,40

and the process of incoming hashtag validations
should be modeled by a Poisson process with λ as
the rate of this process and h as the average hash-
tag approval time. If we define expected cumulative

Fig. 7 Training and testing ELM training performance.
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Fig. 8 Stochastic dynamic process stability for total unap-
proved hash tag sentences.

weight (ECW), then it can be represented by Eq. (5)
as follows41:

d/dtECW (t) = ((λk(t − h))/Xo)

× (2 − k(t − h)/Xo) . . . . (5)

As per Eq. (5), we have the chart in Fig. 8.
In Fig. 8, we can see total unvalidated hash tag

sentences going to a constant along time, which
means that the total unvalidated hash tags tend
to a limit such that there will never be unvalidated
hash tag sentences without the proper validation for
an indeterminate time.

3. RESULTS

3.1. Deep Learning on Blockchain

The development of the expert system has a one-
terabyte database, a 7th generation Intel CORE
I7 processor with a GTX 1070 GPU. A preci-
sion of 87.5% was obtained in the semantic search
engine. The precision can be improved using a big-
ger database but this will reduce the learning speed;

therefore, precision it is not only a neural network
issue. However, the obtained precision is acceptable
for this study if we consider that the core of this
paper is the semantic neural network performance
but not the database performance. Table 2 shows
the comparative results using three common secure
hash algorithms used for blockchain: SHA256 used
in bitcoin protocol, SCRYPT used in Litecoin pro-
tocol and X11 used in dash coin.

Table 2 shows the performance in time of seman-
tic searches where:

L represents the number of entries,
N represents the number of hidden nodes per

layer,
M represents the size of the database and;
D the number of depth layers (deep learning

dimension).
Parameters used in the deep learning net for this

study are in Table 3:
The deep belief network helps to minimize the

dimensionality effect problem in the deep architec-
ture models. It is observed that by using only two
identification layers we can have a minimal test-
ing error; nevertheless, on the medium region of the
surface, it is noticed that when increasing the num-
ber of layers and units, we can get to a new mag-
nitude local minimal from the studied error (ideal
deep dimension).

In Table 3, it can be seen the configuration with
different neural network architectures and the error
dynamic performance for the deep learning training
is shown in Fig. 9, with a testing database. In this
case, the training database and testing database are
the same. In Fig. 9, it can be observed that mini-
mum error can be obtained with nine layers; there-
fore, in this study for this application nine layers is
recommended for deep learning.

Table 2 Blockchain Algorithms Comparative Performance.

Algorithm Parameters Training (seconds) Testing (seconds)

(SHA256) L = 843, N = 10, M = 1 terabyte, D = 7 35.8 29.33
(SCRYPT) L = 843, N = 10, M = 1 terabyte, D = 7 27.2 24.5
(X11) L = 843, N = 10, M = 1 terabyte, D = 7 42.5 39.1

Table 3 Hyperparameter of a Deep Network Range.

Units Per Layer Layers Pre-Training Learning Rate Fine Adjustment Learning Rate

Minimum 3 1 0.01 0.1
Maximum 10 7 0.1 0.3
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Fig. 9 Deep learning dynamic error.

Table 4 Comparative Table for
ELM, MLP and DL.

ELM MLP DL

COST (×10−3) 11.012 19.175 7.965

Fig. 10 Semantic browser indicator.

In Table 4, a comparative performance between
three different neural network structures: ELM,
Multilayer perceptron (MLP) and deep learning
(DL) is shown.

3.2. BSBES User Interface

In Fig. 10, the Semantic Browser Bot indicator is
shown. Note that period and cryptocurrency must
be entered to ask the bot (software robot) for a
semantic diagnosis, either: negative, neutral or pos-
itive. A click on SEARCH FOR NEWS button will
run the expert system.

4. DISCUSSION

Expert systems have been successful in decision-
making applications, for example in sickness diag-
nosis. However, semantic applications, in general,

have a long way to go to achieve. Current seman-
tic browsers just look for the words separately but
they do not understand the whole statement by
meaning (semantically). That is why this BSBES
development proposes at least the interpretation
of a whole statement in the positive, negative or
neutral meaning. However, the biggest challenge to
that the big data of sentences required to match
all the possibilities of the meaning. The bigger and
more accurate the sentences database, the better
the results, but the training process becomes slower.
That is why a neural network based on deep learn-
ing was proposed, and a blockchain platform has
been implemented to keep data safe. Deep learning
performance compared to ELM (extreme learning
machine) and ML (multilayer) resulting in the best
choice deep learning as shown in Fig. 9. Regard-
ing blockchain protocol, several protocols were com-
pared in performance as shown in Table 2, resulting
in the protocol scrypt with the best performance in
training. Also, a stability study was performed in
Sec. 2.5 to ensure the stability of the model and in
Fig. 9, we show the best dynamic error performance
for nine layers.

5. CONCLUSIONS

A specialized semantic search engine, that is
bounded to an information field, with a precision
of 87.5% can be acceptable for an experimental and
research purpose in order to prove the functional-
ity of this study; this accuracy does not mean that
the rest of the percentage is equivalent to incor-
rect semantic searches done, but it means answers
close to the ideal answer. A close answer could
be understandable or partially understandable in
terms of semantic idea; therefore, this precision
can be enough to understand the main idea of the
semantic interpretation.

The minimum local problem was presented in
this investigation. This was overcome by training
every single layer from the network using an unsu-
pervised pre-training algorithm in each one, start-
ing with the network input layer (an autoencoder or
Boltzmann machine was used for this purpose). So,
the conclusion was that using this unsupervised pre-
training algorithm in each layer is the best option.

An overfitting was observed in this study and to
solve this problem, an unsupervised training input
signal was placed into each layer, and to guide the
layer patterns of the network to improve regions
within the parameters space, we used an estimator.
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The existing differences between the solution of
the classification problem and the identification
problem using the Boltzmann restricted machines
as constructor block were identified. In the case of
classification, it was realized that it is enough to
consider binary visible inputs to the model. Mean-
while, this consideration delivers poor predictions
when the system identification task with continu-
ous inputs and outputs is considered.

As a future work, it is recommended to try
an FPGA board (field-programmable gate array)
to accelerate the central processing unit (CPU)
process capacity to make semantic search and
deep learning process faster since CPU speed is
a constraint. Greater CPU capacity means larger
databases can be used, thus improving the accuracy
of results.
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